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SUMMARY

We present two di�erent numerical approaches for the simulation of incompressible �ow with heat
transfer which is described via the Boussinesq model. Exemplarily, we describe a fully coupled ap-
proach, which allows both non-steady and steady simulations, while the decoupled approach is based
on operator-splitting techniques as typical for fully non-steady incompressible problems. We discuss the
numerical and computational characteristics and show results for the MIT2001 benchmark. All results
are based on the Open Source CFD tool FEATFLOW (see www.feat�ow.de). Copyright ? 2002 John
Wiley & Sons, Ltd.
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1. INTRODUCTION

In Reference [1] we have shown that most of the existing solution schemes for the incom-
pressible Navier–Stokes equations vary w.r.t. the di�erent treatment of discrete non-linear
saddle point problems of the following type:

Su+ kBp= g; BTu=0 (1)

with matrices B and BT being the discrete analogues of the operators ∇ and −∇, time step
k and the (non-linear) velocity matrix S coming from the discretized momentum equations.
Then, the various approaches can be mainly characterized through di�erences in the

• treatment of the non-linearity,
• treatment of the incompressibility,
• complete outer control.
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The corresponding classi�cation, particularly based on the aspects treatment of the in-
compressibility and complete outer control of the velocity–pressure coupling, leads to the
global multilevel pressure Schur complement (MPSC) methods which contain SIMPLE-like
or Uzawa methods as well as projection-like schemes (or fractional step, pressure correction,
etc.) as proposed by Chorin, Van Kan or Turek and Gresho (see References [2; 1] for an
overview). In contrast, there exist local multilevel pressure Schur complement methods which
are related to block Jacobi- or Gau�–Seidel schemes for the velocity–pressure coupling and
which include schemes as for instance the Vanka smoother [3] in a direct multigrid approach
for stationary Navier–Stokes-like problems. In the following section, we will discuss the ex-
tension of these di�erent approaches to the Boussinesq model which is the framework for the
performed MIT benchmark calculations.

2. NUMERICAL CONCEPTS

The underlying Boussinesq model (see the given speci�cations of the model and the con�gu-
rations for the MIT benchmark calculations in the summary articles [4; 5] by Christon et al.)
can be written in the following form:

@tu+ u · ∇u=−∇p+ �u�u+ jT; ∇ · u=0 (2)

@tT + u · ∇T = �T�T (3)

with �u=
√
Pr=Ra and �T =

√
1=RaPr. This set of PDEs is treated by a �nite element approach

(see References [1; 6]) which has been realized in the open source FEM software FEATFLOW
(see http:==www.feat�ow.de). The main characteristics of the numerical methods used are:

• Non-conforming Stokes �nite elements (LBB-stable).
• Hybrid upwind=streamline-di�usion stabilization.
• Adaptive (fully=semi-)implicit time stepping (2nd order).
• Multilevel pressure Schur complement methods.
• Nonlinear quasi-Newton defect correction.
• Scalar multigrid solvers with adaptive grid transfer.
The performed mathematical steps for discretizing the Boussinesq equations and particularly

for solving the resulting discrete non-linear systems in every time step can be described as
follows:
Step 1: Discretization in time and space. We employ an implicit discretization in time

(Implicit Euler, Crank–Nicolson, Fractional Step scheme [1]) and discretize in space using
the above mentioned FEM techniques implemented in FEATFLOW. We denote the time step
size (which may vary during the simulation) by k.
Then, the result is a fully coupled, discrete non-linear system of equations which can be

described as follows:

Su(un+1)un+1 + kBpn+1 + kMTTn+1 = f(n+ 1; n); BTun+1 =0 (4)

ST (un+1)Tn+1 = g(n+ 1; n) (5)
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with the following speci�c matrices for the momentum equations w.r.t. velocity (u) and
temperature (T ):

Su(v) := �Mu + �ukLu + kKu(v) (6)

ST (v) := �MT + �T kLT + kKT (v) (7)

M; L and K(:) describe the reactive, di�usive and convective terms. The index n+1 denotes
the n+ 1-th time step, that means the time stage tn+1. Then, the resulting non-linear discrete
saddle point problem can be rewritten in matrix–vector notation as



Su(un+1) kMT kB

0 ST (un+1) 0

BT 0 0






un+1

Tn+1

pn+1


=



f(n+ 1; n)

g(n+ 1; n)

0


 (8)

and will be treated in two di�erent ways:
Step 2a: Local MPSC (fully coupled, for ‘steady’ con�gurations).

Perform an outer Newton- or �xpoint-like nonlinear iteration scheme with a multigrid
solver for the resulting linear coupled subproblems. The local MPSC approach solves
‘exactly’ on ‘subsets=patches’ and performs an outer Block–Gau�-Seidel=Vanka it-
eration as smoother (see Reference [1] for the details).

Consequently, the (l+ 1)th Newton-like step reads in corresponding algebraic notation



ul+1

T l+1

pl+1


 =



ul

T l

pl


−!l+1



Nu(ul) kMT kB

�Nu(T l) ST (ul) 0

BT 0 0




−1 


def lu

def lT

def lp


 (9)




def lu

def lT

def lp


 :=



Su(ul) kMT kB

0 ST (ul) 0

BT 0 0






ul

T l

pl


−



f(n+ 1; n)

g(n+ 1; n)

0


 (10)

where in each step a coupled linear problem with the following matrix has to be solved:


Nu(ul) kMT kB

�Nu(T l) ST (ul) 0

BT 0 0


 (11)

The parameter �=1 yields the full Newton scheme which also includes the ‘bad’ reactive
terms due to the nonlinear convection in the matrix Nu(ul), while �=0 corresponds to the
�xed point approach (with Nu(ul)= Su(ul)). Numerical details can be found in Reference [1].
To solve these Oseen-like problems, a fully coupled multigrid solver is used with a special

smoother of local MPSC/‘Vanka’ type (see Reference [1]) which involves the following local
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Table I. Total number of non-linear steps (left)=averaged number of multigrid
iterations per non-linear sweep (right) for the �xed point approach vs the Newton

scheme for a sequence of meshes.

Non-linear solver (�=0=1)

#NEL=#NEQ Fixed point (�=0) Newton (�=1)

1:408= ≈ 10:000 55= 2:1 11= 2:5
5:632= ≈ 40:000 70= 1.9 8= 2.4
22:528= ≈ 160:000 54= 1.8 5= 2.0

preconditioners on so-called ‘patches’ �i:




Nu|�i(u
l) kMT |�i kB|�i

�Nu|�i(T
l) ST |�i(u

l) 0

BT|�i 0 0




−1

(12)

The patch �i may be a collection of one or several neighboured elements=cells which are
clustered according to a prescribed pattern of blocked subdomains or, in an adaptive way, so
as to get rid of (mesh) anisotropies.
The advantages of this (seemingly quite complicated) approach are the following: direct

steady solvers become possible without any pseudo time-stepping to reach the steady-state
solution, while for nonsteady con�gurations very large time steps can be used—without sig-
ni�cant loss of robustness—due to the fully implicit treatment (see Reference [1]). On the
other hand, the convergence behaviour of the multigrid solvers due to the full Newton lin-
earization may lead to numerical problems and is still topic of ongoing research.
In Table I results are given for Rayleigh number Ra=3:0× 105 and Prandtl number Pr=

0:71 which leads to a steady solution. We performed 16 smoothing steps with a maximum
patchsize of 64 elements and applied streamline-di�usion stabilization for the convective terms.
#NEL denotes the number of elements=cells while #NEQ is the total number of unknowns
(including velocity, pressure and temperature).
Due to the excellent convergence behaviour of the Newton-like scheme, this complex non-

linear problem can be solved in 5 non-linear steps leading to a total number of 10 linear
multigrid steps only. As a conclusion, this approach constitutes a very e�cient direct non-
linear solver for stationary con�gurations (see Reference [1] for more examples).
Step 2b: Global MPSC (operator-splitting, for ‘non-steady’ con�gurations)

Perform an outer decoupling of the Navier–Stokes part (w.r.t. u and p) and the
energy equation (for T ). Then, apply a Newton-like non-linear solver for the mo-
mentum equation and employ multigrid schemes for all linear scalar subproblems
(see Reference [1] for the details).

Then, the formulation as so-called ‘discrete projection’ scheme reads for time step tn+1:

Su(ũn+1)ũn+1 = f(n+ 1; n)− kBpn + kMTTn (Burgers) (13)
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‘�h’q=fp; fp :=
1
k
BTũn+1 (Pressure Poisson) (14)

pn+1 =pn + q+ �ukM−1
p fp; un+1 = ũn+1 − kM−1

u Bq (Update) (15)

ST (un+1)Tn+1 = g(n+ 1; n) (Temperature) (16)

In contrast to the sequence of ‘small and coupled’ subproblems in the local MPSC ap-
proach, here we end up with a sequence of ‘large but scalar’ problems. However, due to the
abundance of standard software packages, fast Numerical Linear Algebra tools are available
for these classes of problems. Moreover, this approach—combined with our special choice
of FEM spaces in FEATFLOW—is almost ‘optimal’ for fully non-steady problems, since in
the Pressure-Poisson step a special preconditioner ‘�h’=P=BTM−1

u B can be explicitly con-
structed which approaches an exact inverse for small time steps (in fully nonstationary con�g-
urations) and which leads to very favourable numerical properties w.r.t. optimized multigrid
solvers.
Beside a short presentation of the results for the non-steady MIT benchmark con�guration,

which have been performed via this approach, we will concentrate on ‘interesting results and
experiences’ which occured during our simulations and which should be reported in this paper.

3. SOME NUMERICAL DETAILS OF THE BENCHMARK CALCULATIONS

All tests have been performed for the following coarse mesh which has been successively
re�ned by connecting opposite midpoints. The resulting geometrical details can be found in
Table II.
Since the applied methodology is a semi-implicit approach, the question arises of how to

select appropriate time steps: there is no CFL condition such that the time steps can be chosen
by accuracy reasons, and not by robustness criteria!
In FEATFLOW (see Reference [1]) an implicit ‘error indicator’ based time step control is em-

ployed which performs (non-linear) calculations for time steps �T=3 and �T to approximate
the (local) truncation error for a user-de�ned functional f(u; p) in time:

|f(ukh(tn); pkh(tn))− f(uh(tn); ph(tn))|6TOL (17)

Table II. Coarse mesh (‘level 1’) and resulting geometrical details for di�erent levels of re�nement.

Level Vertices Elements Midpoints Total unknowns

1 115 88 202 694
GRID0 22 945 22 528 45 472 159 361
GRID1 90 945 90 112 181 056 634 113
GRID2 362 113 360 448 722 560 2 529 793
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Figure 1. Development of the adaptive (macro) time steps.

Figure 1 shows the resulting behaviour of the adaptive ‘macro-time steps’ (=3 ·�T ) for
two cases: Ra=3:4× 105 (the benchmark con�guration) and Ra=6:8× 105. The value 1D−4
represents the exemplarily prescribed tolerance criterion TOL=10−4.
Our tests regarding the in�uence of the size of the tolerance criterion TOL demonstrate a

typical behaviour of operator-splitting approaches—as prototypical representatives for schemes
a la Chorin, Van Kan and other projection-like methods, see References [1; 2]. The results of
the following tables and �gures can be summarized as:

• larger amplitudes occur for larger time steps as TOL increases
• mean values and frequencies are much less in�uenced
• nice graphical results can be obtained via ‘clever’ combinations of coarse meshes and
large time steps

What does this mean in practical calculations ?
Applying large time steps may allow a qualitatively good prediction of global �ow quantities

such as frequency and mean values, while the amplitudes may overshoot. This means that—
based on such simulations—more accurate results for point-oriented quantities can only be
obtained by taking smaller time steps while mean values can be approximated su�ciently
well with such large time steps. However, these results also show that the combination of
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Table III. Performance results for a sequence of re�ned spatial meshes and varying tolerance criterions
for the symmetric periodical case Ra=3:4× 105.

Time control TOL GRID0 GRID1 GRID2

Averaged macro-time-step size (adaptively chosen)
10−3 0.2525 0.2164 0.2064
10−4 0.1572 0.0898 0.0803
10−5 0.1518 0.0484 0.0297

(Approximative) oscillation period (evaluated graphically)
10−3 3.977 3.475 3.582
10−4 3.566 3.447 3.416
10−5 3.564 3.438 3.422

Averaged CPU per macro-time-step (in seconds)
(≈ 3 small (�T ) + 1 large (3�T ) substeps)

(COMPAQ ES40=667 MHz, sequential, Standard FeatFlow)
10−3 6 31 159
10−4 6 27 129
10−5 5 24 108

‘large’ time steps and ‘coarse’ meshes may be used—if the exact solution is known—to
‘produce’ quantitatively nice benchmark results w.r.t. the amplitudes or peak values, while at
the same time a qualitatively wrong behaviour of global characteristics such as frequency and
similar quantities is observed (Table III):

Time-dependent benchmark calculations are often useless unless one performs a
rigorous error control in time—which no one seems to be able to do at the moment—
or one shows the results for a sequence of successively re�ned temporal mesh
con�gurations! Often, the results may get worse for increasingly �ne temporal (and
spatial) meshes.

Figure 2 demonstrates that the coarsest mesh GRID0 together with the weakest time stepping
criterion TOL=10−3 may give ‘surprisingly’ good results for the amplitudes, respectively,
the di�erences of the peak values for the Nusselt number, which are even comparable with
‘reference’ values on GRID2 and TOL=10−4. However, it is also obvious from this example
that the frequency is completely wrong, and that a smaller time step (due to TOL=10−4)
will lead to much smaller oscillations. So, re�ning the temporal mesh leads to ‘worse’ results
while calculations with prescribed large time step sizes—chosen in an appropriate way using
some a priori knowledge about the expected oscillations—might produce ‘reasonable’ results,
particularly according to a graphical evaluation (Table IV).
Finally, we show corresponding results for the case Ra=6:8× 105 which leads to a non-

symmetric and non-periodical behaviour as can be seen in Figure 3 (see also Figure 1 above
showing the non-periodical behaviour of the adaptively chosen time steps). The symmetry
(look at EPS12) is signi�cantly broken, the Nusselt number oscillates in a non-periodical
manner, and it is much harder—in contrast to the simpler case Ra=3:4× 105—to obtain
mesh independent results.
Nevertheless, the discussed numerical techniques (implicit time stepping with adaptive time

step control, multigrid, FEM) work quite �ne in this case, too, and the numerical cost seems
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Figure 2. Nusselt number for a sequence of re�ned spatial meshes (GRD0-GRID2) and varying tolerance
criterions (TOL=10−3=10−4) for the symmetric periodical case Ra=3:4× 105.

Table IV. Benchmark results for a sequence of re�ned spatial meshes and varying tolerance criterions
for the symmetric periodical case Ra=3:4× 105.
GRID0 GRID1 GRID2TOL

(adaptiv) Mean Ampl Mean Ampl Mean Ampl

Nusselt number
10−3 4.5824 0.0103 4.5773 0.0108 4.5766 0.0118
10−4 4.5799 0.0036 4.5802 0.0085 4.5803 0.0099
10−5 4.5797 0.0003 4.5795 0.0057 4.5791 0.0070

Temperature
10−3 0.2563 0.0833 0.2595 0.0826 0.2604 0.0861
10−4 0.2589 0.0203 0.2637 0.0518 0.2651 0.0612
10−5 0.2590 0.0022 0.2638 0.0336 0.2647 0.0442

U1 component
10−3 0.0668 0.0895 0.0628 0.1473 0.0631 0.1004
10−4 0.0549 0.0250 0.0585 0.0655 0.0606 0.0789
10−5 0.0542 0.0027 0.0552 0.0423 0.0572 0.0565

Pressure di�erence 14
10−3 0.0010 0.0238 0.0021 0.0276 0.0023 0.0287
10−4 0.0013 0.0092 0.0016 0.0237 0.0016 0.0272
10−5 0.0013 0.0019 0.0017 0.0162 0.0020 0.0209

to be scalable as can be seen in the following Table V. Moreover, even if the pointwise
control (in space and time) of the �ow quantities seems to be very hard, the prediction of
mean values in space (compare the temperature plots with the Nusselt number which looks
more ‘smooth’) and particularly in time for time-averaged Nusselt numbers—or for the time-
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Figure 3. Results for a sequence of successively re�ned spatial meshes (GRID0-GRID2) for the
non-symmetric non-periodical case Ra=6:8× 105.

averaged drag and lift coe�cient in automotive and aircraft design—might become feasible
with such powerful mathematical techniques in the future.

Copyright ? 2002 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2002; 40:1109–1119



1118 S. TUREK AND R. SCHMACHTEL

Table V. Corresponding results for the non-symmetric non-periodical case Ra=6:8× 105.
Time control TOL GRID0 GRID1 GRID2

Averaged time step
(adaptively chosen, T= [0:500])

10−4 0.0911 0.0546 0.0534

Averaged CPU per macro-time-step (in seconds)
(≈ 3 small (�T ) + 1 large (3�T ) substeps)

(COMPAQ ES40=667 MHz, sequential, Standard FeatFlow)
10−4 5 27 108

4. CONCLUSIONS

The FEATFLOW software is an open source FEM package which is conceptualized and realized
as general purpose CFD tool for incompressible �ow in general domains. It is obvious that
such a general approach is not ‘optimal’ for the proposed MIT benchmark since the underlying
rectangular domain is very simple so that �nite di�erence methods and particularly spectral
methods seem to be favourable.
Nevertheless, the collection of benchmark results from the di�erent groups shows that even

such a very general tool, which however is based on very modern and sophisticated FEM
techniques, adaptive implicit time stepping approaches and particularly rigorous multigrid re-
alization, is at least comparable, if not superior. Moreover, one has to keep in mind that the
implicit time stepping is controlled by accuracy reasons only, and not by CFL-like conditions
such as the minimum mesh size or the magnitude of dimensionless numbers as Re; Ra and Pr.
It is clear that higher values for the Rayleigh number will lead to smaller time steps, but the
precise values are implicitly determined due to the more complex dynamic behaviour. There-
fore, rigorous accuracy-oriented control mechanisms may get feasible in future (see Reference
[1] for some information on this subject).
We �nish with the following �nal remarks for the performed MIT benchmark calculations:

• For steady con�gurations (‘small’ Ra numbers), direct steady solution techniques are
possible which are scalable w.r.t. the mesh size, because of the use of multigrid routines,
and also w.r.t. the Ra number due to the (almost) quadratic convergence behaviour of
the nonlinear Newton-like solvers. No pseudo time stepping is necessary!

• Scalability (w.r.t. mesh size, time steps, Ra number) of the solver for non-steady problems
(higher Ra numbers) is achievable due to the implicit components and the optimized
multigrid solvers.

• The adaptive and implicit time step control works well, even in the case of non-symmetric
and non-periodical con�gurations.

• The choice of ‘wrong’ time steps may lead to very di�erent results. However, there is
no way to predict—by a priori arguments—the ‘right’ time step sizes (unless an explicit
treatment does so via a CFL condition) so that methodologies for the selection and the
resulting quality of the employed time step sizes should be developed in more detail,
particularly for implicit approaches, in the future.
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• Working with adaptive time stepping and implicit schemes, the resulting evaluation of
certain benchmark �ow quantities (oscillation period, peak values) is mostly based on
graphical postprocessing such that due to the inequidistantly distributed data and the
larger time steps, it might get hard to guarantee a ‘postprocessing error’ of less than
0.1–1% in some situations.
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